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Abstract—This paper presents a novel approach for the de-
tection of emotional states from textual data. The considered
sentiments are those known as Ekman’s basic emotions (Anger,
Disgust, Sadness, Happiness, Fear, Surprise). The method is
completely unsupervised and it is based on the concept of word
embeddings. This technique permits to represent a single word
through a vector, giving a methematical representation of the
word’s semantic. The focus of the work is to assign the percentage
of the aforementioned emotions to short sentences. The method
has been tested on a collection of Twitter messages and on
the SemEval 2007 news headlines dataset. The entire period is
expressed as the mean of the word’s vectors that compose the
phrase, after preprocessing steps. The sentence representation is
finally compared with each emotion’s word vector, to find the
most representative with respect to the sentence’s vector.

1. INTRODUCTION

Writing has always been the medium through which humans
entrusted their feelings to an everlasting support. Whether
it is stone, paper, or, nowadays, the internet, the aim is
always to leave trace of a man’s passage. These footprints
are today impressed for the major part on a social network
canvas: the explosion of such platforms has indeed multiplied
exponentially the available information in the form of binary
(likes and clicks), image, video and, not least, textual data. It
appeared immediately that such amount of data could be mined
to extract useful information. In [1], the authors demonstrated
how it is possible to predict personal traits from Facebook’s
likes, discussing also privacy issues. This knowledge can then
be used for online content personalization and recommenda-
tion. If a like to a specific product can be directly associated
with the person’s interest, deriving this opinion or sentiment
from unstructured data, such as text, can be difficult. However,
efforts in this direction are well motivated: i) businesses always
want to know public or consumer opinions about their products
and services; ii) sentiments of tweets about politicians can be
used to understand voters opinions [2]; iii) movie producers
can mine Twitter data to know box-office movie revenues [3].
Traditionally, companies conduct consumer surveys for this
purpose. Though well-designed surveys can provide quality
estimations, they can be costly especially if a large volume of
survey data is gathered. The ubiquity of social media services
presents a great opportunity to understand the sentiment of the
public, by analyzing its large-scale and opinion-rich data.

The methodologies which go under the name of “text
mining” can be used to analyze textual data. The phrase
“text mining” is generally used to denote any system that
analyzes large quantities of natural language text and detects
lexical or linguistic usage patterns [4]. Sentiment analysis
or opinion mining is the computational study of people’s
opinions, appraisals, attitudes and emotions toward entities,
individuals, events, topics and their attributes [5]. There has
been extensive research on automatic text analysis for sen-
timent, such as sentiment classifiers [6], affect analysis [7],
automatic survey analysis [8], opinion extraction [9]. These
methods typically try to extract the overall sentiment revealed
in a document, such as positive or negative. Apart from the
dichotomic like/dislike sentiment case, a different approach
consists of understanding the writer’s emotion from his/her
message. A basic set of universal emotions has been proposed
by the psychologist Paul Ekman [10], who defined them from
facial expressions. The Ekman’s six fundamental emotions
are Anger, Disgust, Sadness, Happiness, Fear and Surprise.
Other scientist tried to define a finite set of emotional states.
Carroll Izard [11] proposed to classify emotions as Anger,
Contempt, Disgust, Distress, Fear, Guilt, Interest, Joy, Shame,
and Surprise. Robert Plutchik [12] illustrated the primary ones
as Anger, Anticipation, Disgust, Fear, Joy, Sadness, Surprise,
and Trust.

Sentiment analysis can be performed with two different
techniques: supervised and unsupervised algorithms [13]. Su-
pervised methods train a classifier from labeled training data,
while unsupervised methods does not require a “ground truth”.
In social media, it is time and labor consuming to obtain
sentiment labels, whereas it is easy to collect vast quantities
of unlabeled data. This makes unsupervised sentiment analysis
essential for various applications. The employment of unsuper-
vised methods for sentiment analysis of emotions has already
been faced in [14]. Here the authors evaluated several different
standard unsupervised techniques, such as Latent Semantic
Analysis (LSA) [15] or Non-negative Matrix Factorization
(NMF) [16]) to tag each sentence with four emotions (Anger,
Fear, Joy, Sadness) that are common to all the used datasets.

Recently, word embeddings techniques emerged as a new
unsupervised learning paradigm for Natural Language Pro-
cessing. With these methods, words or phrases from the
vocabulary are mapped to vectors of real numbers, captur-



ing semantic similarities between them. Examples are the
Word2Vec [17] and Glove [18] models. These vector-based
approaches have been used to perform sentiment analysis, but
only to discern positive vs. negative sentiment [19].

It follows naturally that the next step is to combine the
aforementioned approaches. The innovative contribution of
this paper is to present a completely unsupervised procedure
to perform emotion detection of short sentences based on
word embeddings. The method has been tested on twitter data,
collected given a specified keyword and annotated manually
with one of the six emotions, by 11 annotators. The method
has been tested also on the SemEval 2007 news headline
dataset, to provide a comparison with previous research. After
a pre-processing step, every word of each tweet has been
trasformed into a vector. The vector of the entire sentence
has been computed as the mean of the word’s vector that
composed the sentence. The obtained sentence’s vector is then
compared by cosine similarity with the vector of each Ekman’s
basic emotion. The emotion which gave the highest similarity
score with the sentence vector was chosen as the representative
emotion of the tweet. Results show how the method is able
to identify the correct sentiment in a dichotomous setting,
and comparable to existing methods on a more challenging
problem.

The remainder of the paper is organized as follows. Section
IT formally presents the problem and introduces the main
notations. Section III discusses briefly the word embeddings
concept adopted for this work. In Section IV, the developed
algorithm rationale is described. Section V highlights the
main results of the proposed approach, evaluated on a set
of manually labeled tweets and on the SemEval 2007 news
headlines dataset. Lastly, Section VI is devoted to concluding
remarks and future developments.

II. PROBLEM STATEMENT

The purpose of this work is to detect emotions in short
sentences such as tweet messages and news headlines. The
chosen emotions are the six Ekman’s basic ones. It is possible
to obtain a threefold output. The first one is a “soft” informa-
tion, consisting in the percentage of each emotion contained
in the sentence. The second output is a “hard” information,
represented by tagging a message with only the dominant
emotion. The third output is a binary one, given by the percent-
age of positive and negative contents in the message. Positive
content is given by the Happiness and Surprise emotions.
Negative content is given by Anger, Disgust, Sadness and Fear
categories. The proposed method is based on the concept of
word embeddings. This permits to represent each string word
w in the message as a d-dimensional vector. The word w; of
the sentence t is represented with the vector v,; € R9*L,
The vector representing the entire sentence x;, € R is
computed as the sum of the vectors of each sentence’s word,
X; = E;il v, with n, the length (number of words) of the
sentence ¢t. This operation is motivated by the fact that the
linearity of the vector operations seems to weakly hold also
for the addition of several vectors, so it is possible to add

several word or phrase vectors to form representation of short
sentences [17]. The sentence’s vectors x; are collected in the
matrix X = [x; xo ... xy]T € RVX4 with N the total
number of messages. Each considered emotion is expressed
by a word in natural language. Therefore, it makes sense to
represent the emotion ¢ as its corresponding word embedding
e; € R¥*1 The emotions’ vectors are collected in the matrix
E=le; ey ... en]T € RM*1 where M is the number of
emotions. For each message t, the corresponding percentage
of each emotion is computed, forming the vector s; € RM*1,
The computed emotions’ percentages for each sentence are
collected into the matrix S = [sy s3 ... sy|T € RV*M,
The presented work investigates the connection between
lexical semantics and emotions. While some words have emo-
tional meaning with respect to an individual story, for many
others the affective power is part of the collective imagination

(e.g. words such as “mum”, war”).

CEINNYS

ghost”,

1II. WORD EMBEDDINGS

A word embedding W : w — R? is a paramaterized
function mapping words w to vectors in R The func-
tion is typically a lookup table parameterized by a matrix
U ¢ RP*4 Each row of U is one of the D words in the
dictionary or corpus on which the algorithm has been trained.
Word embeddings were first introduced in [20]. The authors
in [17], [21] have contributed to their widespread use by
proposing an efficient algorithm, named Word2Vec, to learn
word vectors. The vectors are learned in such a way that a
similar representation is attributed to words that appear in the
same context. Context is the set of words that appear before
and after the considered one. Actually, Word2Vec proposes
two different learning architectures. Both of them are neural
networks models. The first architecture is the Continuous Bag-
Of-Words (CBOW) model, as depicted in Figure 1. The aim
of this representation is to predict the current word w; given
its context C(wj).
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Fig. 1: The CBOW architecture predicts the current word w;
based on the context C'(w;)

The second architecture is the Skip-gram model, see
Figure 2. This representation tries to predict the context words
C(w,) given the current word w;. Recommended dimensions
for the context are 10 word for the CBOW model and 5
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Fig. 2: The Skip-gram model architecture learns word vector
representations that are good at predicting the nearby words

words for the Skip-gram one [21]. Word embeddings exhibit
a remarkable property: analogies between words seem to be
encoded in the difference vectors between words. For example,
there seems to be a constant male-female difference vector:

W (woman) — W(man) ~ W (aunt) — W (uncle)
W (woman) — W(man) a~ W (queen) — W (king)

Word embeddings are therefore able to encode semantic
relationships between words. Words that appear in the same
context will be closer in the vector space. The idea is then to
consider the closeness of a sentence’s vector to an emotion’s
vector as indicator of the content degree of that emotion in a
particular message.

IV. EMOTION DETECTION

For the application presented in this work, we used pre-
trained word vectors: the employed embedding is the one
delivered by Google, trained on a GoogleNews corpus with
the CBOW architecture.' The word vectors have a dimension
d = 300. The Glove vector embeddings were also tested
with lower results. The corpus has been considered general
enough to provide unbiased word’s context representation.
The output of the unsupervised algorithm is the sentiment
matrix S € RV*M where M = 6 Ekman’s emotions and
N depends on the considered dataset. The application for the
emotion detection task has been developed in the Python 2.7
programming language. The Gensim Python library was used
for the management of word embeddings. The preliminar steps
have the aim to preprocess and clean the raw text data. The
result is a cleaned sentence t from a raw sentence t . The
entire process is subdivided in the following steps.

A. Tokenization

The first action is the tokenization of the raw sentence
t. This permits to extract the single words that compose
a message. The isolation of the single words happens at a
blank space. For the tweets dataset, the tokenizer took care

Thttps://code.google.com/archive/p/word2vec/ - Last accessed: 19 Jun 2017

of deleting the handles (@) used for referencing to users.
We chose to not perform lowercase conversion of text, since
capital letters can convey emotions such as anger.

B. Emoticon replacement

The emoticons used in text messages have an high emotional
content. For this reason, emoticon were grouped into six
categories, one for each emotion. Then, they were substituted
with the word associated with the representative emotion.

C. Stopwords removal

Common stopwords were removed from the text. The re-
moved common english words are those present in the Python
library NLTK. As advocated in [19], we did not remove
negative stopwords such as “not” and “no” since they are
indicative of sentiment. Question (“?”) and exclamation mark
(“r’) , along with suspension dots (*...”) were not removed
for the same reason.

D. Non-english words removal

Non-english words were removed from the text since they
are not present in the used word embedding dictionary, and
so they do not provide any information. The dictionary used
to search for english word is the one provided with the
Python library PyEnchant. Single letters and numbers were
also removed.

E. Stemming

Stemming was applied only for english words that were not
present in the word embedding dictionary. In this case, it is not
possible to associate a vector to this word. A solution to this
problem can be to stem the word and check if the stemmed
word is present in the embeddings. Otherwise, the word is
discarded.

E. Sentiment computation

After the steps IV-A — IV-E, the cleaned sentence ¢ is
formed. The sentence is composed by all the remaining w;
words, 5 = 1...n;. The representative vector of the each
sentence ¢, x; € R%*1 is computed as described in Section
II. By using the sentences matrix X and the emotions matrix
E, the cosine similarity between each sentence and each
emotion is computed. The results are collected in the vector
yi € RM*1 where y,,, is the cosine similarity of emotion
m with the sentence 7, m = 1,..., M. Since we want to
express the percentage content of each emotion given a specific
sentence, the obtained results have to be normalized to sum
to one. This can be obtained with the following relations:
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sentence t are then collected in the vector s; € RM X1



V. RESULTS AND DISCUSSION

A. Twitter dataser

A web-application was developed in order to collect Twitter
messages. The tweets were downloaded by specifying a
keyword. In this experiment, the keyoword was the word
“Christmas”. A total of 70 tweets were manually labeled by 11
annotators. Each annotator tagged each tweet with one of the
six emotions. The majority vote was taken as the emotion label
for that tweet. In case of multiple candidate labels, the tweet
was discarded. The final dataset consisted in 64 tweets. For the
six emotions, the following words were chosen as representa-
tives: 1) Anger: “anger”, 2) Disgust: “disgust”, 3) Fear: “fear”,
4) Happiness: “happiness”, 5) Sadness: “sadness”, 6) Surprise:
“wonderment”. After the computation of the emotional content
for each tweet, the emotion with the highest probability is
taken as category for that tweet. A multiclass classification
report is shown in Table I. The report highlights the precision,
recall and F1 indicators. The average results are weighted by
the number of the elements in each class. The messages have
been labeled for the main part with the Happiness category
(43 out of 64). No tweets were labeled with the Fear emotion.

TABLE I: Twitter dataset multiclass results

MULTICLASS

Emotion Prec. Rec. F1 Number
ANGER 0.00 0.00 0.00 5
DISGUST 100.00 20.00 33.00 5
FEAR 0.00 0.00 0.00 0
HAPPINESS 76.00 65.00 70.00 43
SADNESS 33.00 40.00 36.00 5
SURPRISE 22.00 33.00 27.00 6
AVERAGE/TOTAL 63.00 52.00 55.00 64

Another result that it is possible to exploit is the dichotomic
classification case. In this setting, only two classes are present:
positive and negative sentiment. In the positive class are
grouped the tweets labeled with the category Happiness and
Surprise. The Anger, Disgust, Fear and Sadness categories
constitute the negative class. Table II reports the binary clas-
sification results.

TABLE II: Twitter dataset binary results

BINARY CLASS

Emotion Prec. Rec. Fl Number
NEGATIVE 50.00 60.00 55.00 15
POSITIVE 87.00 82.00 84.00 49
AVERAGE/TOTAL 78.00 77.00 77.00 64

TABLE III: SemEval 2007 Affective task results [22]

Fine Coarse
r  Prec. Rec. Fl
ANGER
WN-AFFECT PRESENCE 12.08 3333 333 6.06
LSA SINGLE WORD 8.32 6.28 6333 1143
LSA EMOTION SYNSET 17.80 729 86.67 13.45
LSA ALL EMOTION WORDS 5.77 620 88.33 11.58
NB TRAINED ON BLOGS 19.78 13.68 21.67 16.77
SWAT 2451 12.00 5.00 7.06
UA 2320 1274 21.6 16.03
UPAR7 3233 16.67 1.66 3.02
EMBEDDINGS 37.68 0.00 0.00 -
DISGUST
WN-AFFECT PRESENCE -1.59  0.00 0.00 -
LSA SINGLE WORD 13.54 241 70.59 4.68
LSA EMOTION SYNSET 741 1.53 6471  3.00
LSA ALL EMOTION WORDS 8.25 198 94.12 387
NB TRAINED ON BLOGS 4.77 0.00 0.00 -
SWAT 18.55  0.00 0.00 -
UA 16.21  0.00 0.00 -
UPAR7 12.85  0.00 0.00 -
EMBEDDINGS 29.35  0.00 0.00 -
FEAR
‘WN-AFFECT PRESENCE 24.86 100.00 1.69 3.33
LSA SINGLE WORD 29.56 1293 96.61 22.80
LSA EMOTION SYNSET 18.11 1244 9492 22.00
LSA ALL EMOTION WORDS 10.28 12.55 86.44 21091
NB TRAINED ON BLOGS 741 1667 3.39 5.63
SWAT 3252 2500 1440 1827
UA 23.15 1623 2627 20.06
UPAR7 4492 3333 254 472
EMBEDDINGS 3745 32.00 33.00 32.00
Joy
‘WN-AFFECT PRESENCE 10.32  50.00 0.56 1.10
LSA SINGLE WORD 4.92 17.81 4722 25.88
LSA EMOTION SYNSET 6.34 1937 7222 30.55
LSA ALL EMOTION WORDS 7.00 18.60 90.00 30.83
NB TRAINED ON BLOGS 13.81 2271 5944 32.87
SWAT 26.11 3541 944 1491
UA 235 4000 222 42
UPAR7 2249 5454 666 11.87
EMBEDDINGS 40.33 40.00 4.00 7.00
SADNESS
WN-AFFECT PRESENCE 856 3333 3.67 6.61
LSA SINGLE WORD 8.13  13.13 55.05 21.20
LSA EMOTION SYNSET 13.27 1435 5871 23.06
LSA ALL EMOTION WORDS 10.71 11.69 87.16 20.61
NB TRAINED ON BLOGS 16.01 20.87 22.02 2143
SWAT 3898 3250 11.92 17.44
UA 1228 2500 091 1.76
UPAR7 40.98 4897 22.02 30.38
EMBEDDINGS 23.92  0.00 0.00 -
SURPRISE
WN-AFFECT PRESENCE 3.06 13.04 4.68 6.90
LSA SINGLE WORD 9.71 673  67.19 1223
LSA EMOTION SYNSET 12.07 723  89.06 13.38
LSA ALL EMOTION WORDS 1235 7.62 9531 14.10
NB TRAINED ON BLOGS 3.08 8.33 1.56 2.63
SWAT 11.82 1186 1093 11.78
UA 775 1370 16.56 15.00
UPAR7 16.71 12.12 125 227
EMBEDDINGS 12.25  9.00 5.00 6.00




B. SemEval 2007 dataset

The SemEval 2007 task on “Affective text” focused on the
emotion classification of news headlines extracted from news
web sites [23]. Headlines are suitable for these experiments
because they are typically intended to express emotions, in
order to draw the readers’ attention. The dataset is composed
by 250 training news and 1000 test news. Each news is labeled
by six annotators with a percentage for each emotion. The per-
formance is assessed through fine-grained and coarse-grained
metrics. Fine-grained evaluations were conducted using the
Pearson measure of correlation between the system scores and
the gold standard scores, for each emotion. For the coarse-
grained evaluations, where each emotion was mapped to a
0/1 classification (0 = [0,50).1 = [50,100]), the precision,
recall, and F-measure metrics are computed. This is translated
to a multilabel classification problem, where each sentence can
have more than one category assigned. Table III reports the
results, for each emotion, of the proposed method compared
to previous researches [22], providing both fine-grained and
coarse-grained evaluations. In accordance with the authors
in [22], we used the word “joy” to represent the emotion
Happiness. For the six emotions, the following words were
chosen as representatives: 1) Anger: ‘“anger”, 2) Disgust:
“disgust”, 3) Fear: “fear”, 4) Happiness: “joy”, 5) Sadness:
“sadness”, 6) Surprise: “wonderment”. Table III reports a
comparison of the results for each of the defined emotion
categories. Table IV shows an aggregate overall results of
the different methods, averaging other all the emotions. The
average method is a simple (non-weighted) arithmetic mean.

TABLE IV: SemEval 2007 Affective task results - Overall
average

Fine Coarse
r  Prec. Rec. F1
WN-AFFECT PRESENCE 9.54 38.28 1.54 4.00
LSA SINGLE WORD 1236 988 66.72 1637
LSA EMOTION SYNSET 1250 9.20 77.71  13.38
LSA ALL EMOTION WORDS 9.06 9.77 90.22 17.57
NB TRAINED ON BLOGS 10.81 12.04 18.01 13.22
SWAT 2541 1946 861 11.57
UA 14.15 1794 1126 9.51
UPAR7 28.38 27.60 5.68 8.71
EMBEDDINGS 30.17 13.50 6.82 7.50

The different methods reported in [22] are:

1) WN-AFFECT PRESENCE, which annotates the emotions
in a text simply based on the presence of words from
the WordNet Affect lexicon [24]

2) LSA SINGLE WORD, which calculates the LSA similar-
ity between the given text and each emotion, where an
emotion is represented as the vector of the specific word
denoting the emotion (e.g., “joy”)

3) LSA EMOTION SYNSET, where in addition to the word
denoting an emotion, its synonyms from the WordNet
synset are also used

4) LSA ALL EMOTION WORDS, which augments the pre-
vious set by adding the words in all the synsets labeled
with a given emotion, as found in WordNet Affect

5) NB TRAINED ON BLOGS, which is a Naive Bayes
classifier trained on the blog data annotated for emotions

6) UPAR?7 [25] is a rule-based system using a linguistic
approach

7) UA [26] uses statistics gathered from three search en-
gines (MyWay, AlltheWeb and Yahoo) to determine the
kind and the amount of emotion in each headline

8) SWAT [27] is a supervised system using an unigram
model trained to annotate emotional content

C. Discussion

Authors are aware that the emotions identified by Ekman
are related to facial expressions. There is no guarantee that
they are portable to the sentiment of textual data. However,
their use in sentiment analysis as been advocated in previous
research [28], [14], [29].

The results of the multiclass problem on the Twitter dataset,
see Table I, show that the method can discern well the different
six categories. When faced with the binary classification task,
see Table II, the proposed method reaches considerable results,
despite the classes are quite unbalanced.

Regarding the SemEval 2007 Affective task, as expected,
different systems have different strengths. In terms of per-
formance for individual emotions, reported in Table III, the
system based on blogs gives the best results for Joy, which
correlates with the size of the training data set (Joy had the
largest number of blogposts). The blogs are also providing
the best results for anger (which also had a relatively large
number of blogposts). This system is however a supervised
one. Our model is the best by a fair amount for the Fear
emotion, and is the best in the fine-grained performance for 3
out of 6 emotions. By looking at the aggregated results in Table
IV, the system based exclusively on the presence of words
from the WordNet Affect lexicon has the highest precision
at the cost of low recall. Instead, the LSA system using all
the emotion words has by far the largest recall and is the
overall best coarse-grained performer, although the precision
is significantly lower. Our systems give the best performance
in terms of fine-grained evaluation, perhaps due to the deep
semantic analysis performed by the word embeddings.

The overall comparison of the two datasets and different
evaluation task shows that:

1) The proposed method is good when faced with multi-
class classification problem

2) The proposed method performs very well with the fine-
grained evaluation, that is, suggesting the percentage of
one emotion in the sentence relative to the other ones

3) The proposed method does not perform well on the
multilabel classification problem



VI. CONCLUSIONS

This paper presented an approach based on word embed-
dings for the detection of emotions in text. Word embeddings
are a recent and promising Natural Language Processing
method based on neural networks to represent a word given its
context. This model is able to incorporate rich semantic rela-
tionship which can be useful for sentiment analysis. The pro-
posed method, after a cleaning process, represented each word
in the sentence as a vector. Then, the sentence is represented
as the sum of the words’ vectors. The considered emotions
are represented by the vector embeddings of associated words.
The cosine similarity is computed for each pair of sentence
and emotion vectors, to find the relative emotional content.
The result is then standardized to trasform each score into a
positive number and to sum to one. The final result is then
considered as the probability of each emotion to be present
in the sentence. The methodology is tested on two different
datasets. The first dataset consisted in a collection of tweets
crawled by means of a developed application. The tweets
were labeled by 11 annotators with the prevalent emotion.
On this dataset, the algorithm was tested in a binary and
multiclass classification setting. The second dataset consisted
in the SemEval 2007 Affective task, which contains a set
of headline news. In this case, the method was tested as
defined by the proposers of the competition, to make possible
a comparison with past methods. The fine-grained evaluation
computed the correlation between the predicted and annotated
emotions’ percentages. The coarse-grained evaluation tested
the models in a multilabel classification problem. Results
show how the method based on word embeddings performs
well on the multiclass and correlation tasks, while exhibits
a poor performance on the multilabel classification problem.
Further research is devoted to learning word embeddings more
representative for the sentiment task, and the incorporation
with other techniques.
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